
Misunderstanding Throughput and Latency
in Residential Networks

What Residential Traffic Actually Looks Like
Some Speed^H^H^H^H^HCapacity Test Flaws & Improvements
Latency and Jitter Nightmares in the field

Dave Taht <dtaht@libreqos.io>
Chief Science Officer
LibreQos.io
https://blog.cerowrt.org  #libreqos:matrix.org @dtaht:matrix.org

https://blog.cerowrt.org


About Dave Taht

●  Co-Founded Bufferbloat project w/Jim Gettys 
Run the Make-Wifi-Fast and LibreQos projects
Co-author of fq_codel, cake
Embedded Linux Developer since 1998

● Most Recent Podcast: “Heavy Networking 666”
● Dave’s Funniest Network Videos:

● People As Packets at Apnic
● Explaining Wifi Aggregation
● Juggling Packets w/TTI Vanguard
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Dave’s Serious Stuff:
RFC8290

BITAG Latency report

Bufferbloat.net

https://packetpushers.net/podcast/heavy-networking-666-improving-quality-of-experience-with-libreqos/
https://blog.apnic.net/2020/01/22/bufferbloat-may-be-solved-but-its-not-over-yet/
https://www.youtube.com/watch?v=Rb-UnHDw02o&t=1560s
https://www.youtube.com/watch?v=TWViGcBlnm0&t=2m
https://datatracker.ietf.org/doc/rfc8290/
https://www.bitag.org/documents/BITAG_latency_explained.pdf
https://www.bufferbloat.net/projects/


Example TCP behaviors on a Single Queue
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There will be a quiz later…



Actual Residential Network Loads Today

● Web Page Usage: typically 3 second bursts
● Downloads and applications: infinite bandwidth

● Movie Streaming: 25Mbit, 4 second bursts)

● Chat: Kilobits!

● Videoconferencing: 1-4Mbit

● Gaming: Kilobits

● BUT Lots of little things all the time!
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Sustained Throughput at peak times

50Mbit plan –  26Mbit

1 Gbit  --  30Mbit

What matters more is consistently low latency.

Residential Networks
5Mbit/sec 
average per 
customer at 
peak!

Only 2.5% of 
residential 
customers of 
*all plans* crack 
32Mbit!



On Residential Networks

● Once you have “enough” bandwidth, you hardly ever use more
● Very small increase per person in household

● 50Mbit Plan –  26-34Mbit

● 1 Gbit Plan  --  26-34Mbit

For customer satisfaction - for the gamers, videoconferencers -

What matters more is consistently low latency, low MTBF, low 
MTTR, and something that just works, all the time.

6Bandwidth is a Lie!

See also the BITAG Latency Report!

https://www.bitag.org/documents/BITAG_latency_explained.pdf


My goal for all networking technologies

The tools are out there!

Many Real 
World Fixed (not 
5G!) WISP 
Wireless Links.



WiFi issues

● 97% of Residential access ends in WiFi 

● 46% of ISPs say WiFi is their biggest problem

● 18B WiFi users!

● Yet:

● No interop events! 

● 6 different versions in the field

● OpenWrt and the Make-wifi-fast projects NEED YOU!



What is “Average” Latency?

OpenWifi Test 2/23

https://www.linkedin.com/feed/update/urn%3Ali%3Aactivity%3A7030534265935142912/


Speedtest Persistent Measurement Bugs

● Too many averages over too short or too long intervals
● Survivorship Bias in the FCC broadband maps

● How many tests did not complete, and why?

● What is the ratio of subscribers per BGP AS to testers? (more testers 
indicates more problems)

Most tests run for 20s or less!

● Users use the network all day, a videoconference runs for an hour 



Feature Requests for all Future Speedtesters

● Networks behave very differently when under a load going in both 
directions simultaneously.

● I would really like the fancy tests that are now testing up + ping, 
then down + ping… to ALSO test up + down + ping + AQM.

○ Ideally with staggered starts.
● The results are very different, the side effects often devastating.
● Only the flent RRUL test series does this today.
● And… May I benchmark your benchmarks?



Speedtest vs Starlink comparison
https://www.speedtest.net/result/14
438617607

IRTT test simultaneous with
Speedtest.net Test
IRTT shows 400ms peak
Latency.
Speedtest result
(100ms intervals?)

Doesn’t.

This is a repeatable test.

Please try it at home.

One of us is measuring wrong.
Interquartile mean? 

https://www.speedtest.net/result/14438617607
https://www.speedtest.net/result/14438617607


Please use the Nyquist Theorems?
● In signal processing, the Nyquist frequency (or folding frequency), named after Harry Nyquist, 

is a characteristic of a sampler, which converts a continuous function or signal into a discrete 
sequence. For a given sampling rate (samples per second), the Nyquist frequency (cycles per 
second), is the frequency whose cycle-length (or period) is twice the interval between 
samples, thus 0.5 cycle/sample. For example, audio CDs have a sampling rate of 44100 
samples/second. At 0.5 cycle/sample, the corresponding Nyquist frequency is 22050 
cycles/second (Hz). Conversely, the Nyquist rate for sampling a 22050 Hz signal is 44100 
samples/second.[1][2][A] - Wikipedia

● The Nyquist Rate for VOIP is 10ms. Videoconferencing, also.

● For the MetaVerse, it’s 2ms.

● For the Data Center, 10us is about as low as you can measure (ns is better)

● Not 100ms! Not 1s! Not 5 minutes! Not hourly! as is all too common today

Thank you!



Some Potentially Truthful Metrics
● DPH – Distortions per Hour

● Any loss, jitter or delay in a stream of over 60ms away from the natural rate of 20ms 
is a “glitch”, a distortion, for VOIP, videoconferencing and gaming

● SPOM – Steady Packets over Milliseconds
● Ingress rate of 1 130b packet per 10ms, egress within that 10ms = 1. Perfect delivery 

of those within that deadline is a 1. 
● With, and without load. Over periods as long as an hour or more. 

● Web Page Load Time 
● With and without bidirectional load

● Continuous in-band measurement at the ISP and CPE



CDF plots I find very useful



My Stone Knives and Bearskins

● Diagnostic Tools

● IRTT and Flent (IRTT: STAMP superset)

● OBUDPST (TR-471) and Crusader

● IPERF2 --bounceback

● TREXX

● Device Solutions

● FQ_Codel & CAKE SQM

● CAKE-Autorate

● fq_codel on wifi

● Whatever else you can get!

● Analysis Tools
● Flent
● Wireshark
● TCPTrace

● ISP Solutions

● RFC7567 everywhere

● Ship better gear to customers

● Shaping middleboxes everywhere 
else, like Preseem and LibreQos

https://github.com/BroadbandForum/obudpst
https://www.rfc-editor.org/rfc/rfc7567.html


Overthinking it – TCP Basics

● A single TCP cubic/reno/etc flow have well defined behaviors at 
any given RTT and bandwidth - Slow Start and Congestion 
Avoidance.

● Testing long enough - til time of first drop is good, a few drops 
better! (You might have to wait a looooong time)

● Staggered start testing is simple and revealing, also.

● Try those?



Some Tech Reports Worth Reading
● Analyzing the latency of sparse flows in FQ_CODEL

● SFQ_CODEL, PIE & Taildrop (Cablelabs)

● FQ_PIE

● 3 L4S RED TEAM REPORTS - Key Findings

● 3 Staggered Start TCP flows through PIE, CODEL, FQ_CODEL 

● Updating the theory of buffersizing

● FQ_Codel Worldwide Report 2022

● Bufferbloat & Beyond FIXME: BJORN’s Thesis is great

● Or “Bufferbloat” on google scholar!
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https://ieeexplore.ieee.org/stamp/stamp.jsp?arnumber=8469111
https://www-res.cablelabs.com/wp-content/uploads/2019/02/28094021/DOCSIS-AQM_May2014.pdf
https://ieeexplore.ieee.org/document/9000684
https://github.com/heistp/sce-l4s-bakeoff#list-of-sce-issues
https://github.com/heistp/l4s-tests#key-findings
https://github.com/heistp/l4s-tests#key-findings
http://caia.swin.edu.au/reports/140630A/CAIA-TR-140630A.pdf
https://arxiv.org/pdf/2109.11693.pdf
https://blog.cerowrt.org/post/state_of_fq_codel/
https://bufferbloat-and-beyond.net/
https://scholar.google.com/scholar?hl=en&as_sdt=0%2C5&q=bufferbloat&btnG=


Suggestions

● Build Relatable tools

● Measure at 10ms or less intervals (Nyquist Rate)

● Measure the needs of each application

● Put in better transports and FQ+AQM algorithms

● Focus on reducing glitches for a better user experience

● And validate your benchmarks against the others.



Tackling fallacies first
● Bandwidth is not speed. Latency matters to get good 

bandwidth.

● Network transfers are bound by physical round trip time, 
serialization delay, queuing delay, and retransmits

● Today’s internet does congestion control (responses to 
overload) via packet loss and RFC3168 ECN marking. 

● Every potential bottleneck link can use a fq + aqm queuing 
algorithm to reduce queuing delay, absorb transient shocks, 
and reduce or eliminate packet loss. See: RFC7567, RFC8289, 
RFC8033, RFC8290. But it doesn’t help enough.

Summary



Some Network Nightmares
… the too many causes of latency and jitter

https://blog.cerowrt.org



Packets on LTE going 6 times around the planet…



Great Bandwidth on Wifi…

Unusable jitter for VOIP!!



WiFi 80Mhz vs 40Mhz Noise Floor



Too long queues without signaling or Flow Queuing

Needs: 1024 Checkers, 64 bytes each



 2 sec single flows w/infinite queues at 100Mbit



Billionaires building 

Home routers

Out of 12 year old OpenWrt

*obsolete* Software

Rife with bufferbloat…

CVEs…

And unable to handle IPv6

https://www.youtube.com/watch?v=c9gLo6Xrwgw&
https://www.youtube.com/watch?v=c9gLo6Xrwgw&
https://www.youtube.com/watch?v=c9gLo6Xrwgw&
https://www.youtube.com/watch?v=c9gLo6Xrwgw&
https://www.youtube.com/watch?v=c9gLo6Xrwgw&
https://www.youtube.com/watch?v=c9gLo6Xrwgw&
https://www.youtube.com/watch?v=c9gLo6Xrwgw&


Network collapses over time and distance

https://blog.cerowrt.org/post/juniper/


Outreach on the internet

Reaching the gamers

And never making

The C suite

https://www.youtube.com/watch?v=UICh3ScfNWI


Multiple specifications lacking implementations



Pie AQM, BSD vs Linux

BROKEN

AQM

CODE

https://lists.bufferbloat.net/pipermail/rpm/2021-October/000040.html
https://lists.bufferbloat.net/pipermail/rpm/2021-October/000040.html


100/20 Service mandated by FCC

With 800MS 
of bufferbloat
!!???!!@!#$!



100/20 w/cake, Spectrum Cable

When a mere 5ms of 
“working latency” has 
been available for 11 
years, in thousands of 
other routers. Flow 
(Fair) Queuing, 
makes even that, 
vanish.



Still…

All these things, will be 

              *fixed*

with Nyquist sampling… 

Flow Queuing

AQM

Packet Captures

hard work… 

more eyeballs, and 

more tears on the train. 

https://www.youtube.com/watch?v=Rb-UnHDw02o&t=1560s


Thank You
We can get out of this bloat together!



SQM
AUTO
RATE

LTE
Active
Sensing

https://forum.openwrt.org/t/cake-w-adaptive-bandwidth/135379/
https://forum.openwrt.org/t/cake-w-adaptive-bandwidth/135379/
https://forum.openwrt.org/t/cake-w-adaptive-bandwidth/135379/


Worries - UnderBloat!
● All our speedtests start up 16 or more flows to get a result in under 10 

seconds.

● I have now seen multiple fiber links with only 5ms of buffering instead of a 
BDP. 

● This kind of indirectly proves that Nick Mckeown’s theory of buffersizing is 
correct!

● But it doesn’t help to have such small buffers for one flow!

● While 1 BDP is no longer needed for paced transports (linux mostly), an 
outer limit (lacking quality AQM) of 20-60ms for BFIFOs would be helpful 
going forward to realize true bandwidth gains from more bandwidth.



What TCP behaviors do these traces describe?
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All these bloats are fixed with Flow Queueing (FQ)…



Physical RTT to Africa

Africa Doesn’t have enough bandwidth yet!!

CDNs in 
Africa, are 
badly needed

Over to you, Tubes!


